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• Type I error, α (alpha), is defined as the probability of rejecting a true null hypothesis 
• Type II error, β (beta), is defined as the probability of failing to reject a false null hypothesis 
 

 
Power 
 
• Normally, no adverse consequences occur when we correctly fail to reject a null hypothesis 
– Declaring not guilty an innocent man -> he is free to go 
• Type I and II errors are mistakes we do not want to make 
– Letting a criminal go free (Type II) 
– Or worse, sending to jail an innocent man (Type I) 
• That’s why we set alpha to 0.05 
• On the other hand, the ability to convict a guilty person is essential to our justice system 
– Reject Ho, when Ho is false 
• this ability, in statistics, is referred to as power 
 

 



Power 
 
Definition 
• Power is the probability of correctly rejecting a false null hypothesis 
 

 
 
 

 
 
  



Power - Alpha & Beta 
• β ->Type II Error: Fail to reject Ho even when H1 is true. 
– Power = 1 – β 
– If we increase power we reduce β, we reduce the probability of getting a Type II Error 
• α -> Criterion for the test, it tells you were to start rejecting Ho. 
– We usually set α = 0.05 
– If we want a more stringent criterion, 
• α decreases 
• More difficult to reject Ho  -> power decreases 
• Power decreases -> β increases (easier to make a Type II Error) 
 
Since Power is the probability of correctly rejecting a false null hypothesis, it is to our best interest to 
increase power. 
 
Ways of increasing Power 
• make alpha larger 
• use one-tailed rather than two tailed test 
• decrease variance 
– increase sample size 
– better measures 
• increase effect size 
 


